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1 Introduction

The Si(001) and Si(111) surfaces are among two of the most extensively studied solid surfaces [1–3]. The Si(111) surface has a long-range surface reconstruction [3,4] that produces striking electron diffraction patterns. Unravelling the details of this complex reconstruction presented a significant challenge to surface science in the latter part of the 20th century [5–9]. Although fundamental studies of adsorption, diffusion, electronic structure, surface crystallography and growth are performed on both surfaces, Si(001) is the surface that is used to fabricate semiconductor devices.

In addition to the two-dimensional lattices, or surface nets, produced by the reconstruction of native silicon atoms on the Si(001) and Si(111) surfaces, a wide variety of adlayer systems, can be grown atop these surfaces by depositing metals from suitable sources in ultra-high vacuum [10,11]. Only a few adlayer systems can be grown with quasi-one-dimensional (quasi-1D) symmetry (Figure 1(a)) on flat silicon surfaces. Examples include Si(111)-In(4 × 1) [12–15], Si(111)-Au(5 × 2) [16] and the Si(111)-M(3 × 1) honeycomb chain-channel reconstruction where M can be one of the following monovalent metals: Li, Na, K, or Ag [17–19]. These systems all have three equivalent domains and each domain is related to the other two by simple rotation. To create a surface with a single domain, small vicinal offcuts, typically less than 5°, are used to create steps and stabilise one of the three domains at the expense of the other two [20,21]. The steps are present in relatively low concentration. They are not an integral part of the surface unit cell. Alternatively, by using a judicious choice of offcut angle, atomic steps can be integrated into the surface unit cell. Moreover, by depositing another atomic species onto these surfaces, it is possible to grow nanoline arrays that have rows of atoms embedded in the Si(111) terraces. This type of quasi-1D system is represented schematically in Figure 1(c).
Figure 1 A schematic representation of three different types of nanoline system that have been realised. (a) Parallel rows of adatoms on a metal (M) or semiconductor (S) substrate; (b) a stepped metal surface with adatoms decorating the edges of the terraces, producing a line or ‘wire’ [22] and (c) a stepped semiconductor surface with atoms embedded in the terraces producing, once again, a line or ‘wire’. Reprinted with permission from [23]. Copyright 2006 by the American Physical Society.

The three types of line phases, illustrated schematically in Figure 1, are examples of low dimensional systems produced by self-organisation that have been realised [2,24,25]. Valuable prototypes, they can be used to study the properties of electrons confined to weakly coupled line arrays with typical line widths of only 1 nm [26]. The single-electron properties of these systems, and in particular the relationship between electronic structure and geometry, is of interest. However, it is their many-electron properties that have attracted most attention [24,26]. It is widely expected that these quasi-1D systems will support exotic many-electron states [13,27], and that may include the formation of charge density waves (CDW) [28–32] or a quantum fluid with collective spin and charge fluctuations [33,34]. In 1D, the long-lived fermionic quasiparticles that are present in two and three spatial dimensions are unstable. Fermi-liquid theory, the ‘standard model’ of interacting electron systems, is replaced by alternate formalisms [33–35].

Because these line phases are grown on top of metallic or semiconducting surfaces, they are accessible to scanning tunnelling microscopy (STM) [14,36]. Silicon is a well-understood material, and, therefore, it is a particularly convenient substrate to use. Because it is a semiconductor, there are no bulk states in the fundamental energy gap. Consequently, if a structural phase transition in the overlayer occurs [37], the region around the Fermi level can be studied with spectroscopic techniques, such as photoemission, inverse photoemission and STM, without interference from the bulk bands in the substrate. This greatly simplifies the interpretation of the experimental data and makes the identification of gap openings in the surface band-structure much more straightforward.

In this paper, we review our research groups’ studies of nanoline phases grown on three different silicon surfaces: Si(111), Si(557) and Si(001). This paper is not intended to be an exhaustive review of nanoline physics or even nanolines on silicon surfaces. Instead we have selected some research topics that provide an overview of the research
that we have performed on three different nanoline systems that can be grown on silicon surfaces. Two of these are quasi-one dimensional systems that exhibit metal to non-metal transitions upon cooling below room temperature. The other is presented as a contrasting nanoline system that is of interest because it possesses striking structural quality and also because we have demonstrated that the growth of the nanolines affects the mesoscopic structure of the surface.

2 Experimental details

The experiments presented in this paper were performed with instruments designed and constructed at Queen’s University. A brief overview of their capabilities will be given and citations are provided to publications describing the instruments in detail.

The STM experiments were performed with a home-built beetle-type microscope [38,39], shown schematically in Figure 2. This microscope was designed and built in 1999. It has been used to study the nanoline phases on silicon, and the growth of few atom clusters on the template afforded by both the Si(111)(7×7) and the Si(111)-Ge(5×5) [40] surface reconstructions.

**Figure 2** The beetle-type scanning tunnelling microscope showing: the lifting assembly/beetle manipulator, used to raise the beetle off the sample holder and also to guide thin control wires; the sample holder, and part of the stacked-plate damping stage
Light emission from the nanolines was measured using a home-built inverse photoemission system, comprising a Stoffel-Johnson low energy electron source [41] and two ethanol-filled Geiger-Müller photon detectors [42–44]. The photon detectors operate in isochromat mode. Photons with only one energy are detected, and the kinetic energy of the electrons is varied in such a way that final states, located between the Fermi level and the vacuum level, are probed. Both photon detectors are run at the same time. The detection energy is $(10.78 \pm 0.01)$ eV and the detectors have a (full width at half-maximum) bandwidth of $(0.37 \pm 0.02)$ eV.

**Figure 3** (a) The Stoffel-Johnson electron source; (b) two photon detectors and (c) the sample and sample holder. The photon detectors make an angle of $50^\circ$ with the high symmetry axis of the source. They are both mounted on linear drives and they can be pushed past the electron source without touching it, to increase the solid angle of detection. The drift tube mounted on the exit lens helps to create a field free region between the source and sample. Reprinted with permission from [23]. Copyright 2006 by the American Physical Society.

### 3 The S(111)-In(4×1) nanoline phase

Indium forms a three-domain (4×1) nanoline phase on Si(111) surfaces [12,14,21, 45–50]. The phase was prepared by adsorbing one monolayer (ML) of indium [51] onto the Si(111) surface. During deposition, the sample was held at a temperature of approximately 420°C, by resistive heating with alternating current. Following the deposition, this temperature was maintained for 5 min to promote the formation of large domains. The silicon surface had an intentional offcut that rotated the surface normal $3^\circ$ towards the [112] direction. This offcut produced terraces and steps. The steps run parallel to [T10]. As mentioned above, the steps break symmetry and stabilise the (4×1) domain that has nanolines parallel to [T10]. Low-energy electron diffraction was used to confirm the presence of a single (4×1) domain [49].
This quasi-1D system (Figure 4) has attracted interest because it possesses a reversible metal to non-metal transition from a high temperature \((4 \times 1)\) to a low temperature phase, with lower translational symmetry, at approximately 115 K [13,53]. The translational symmetry of the low temperature phase has been designated \((4 \times '2')\) because both X-ray [54] and electron diffraction [13,53] patterns have half-order streaks rather than \(2\times\) spots. This notation distinguishes it from a fully ordered system and indicates that there is a relatively small coherence length associated with the \(2\times\) ordering. An early experimental study of this low temperature broken symmetry state postulated that the structural phase transition could be due to the formation of a quasi-1D CDW [53] or Peierls instability [55,56]. Electrons and holes in the vicinity of the Fermi level can couple strongly to a lattice vibration and produce a periodic charge modulation accompanied by a CDW energy gap at the Fermi level [53]. Although common in organic semiconductors, transition metal trichalcogenides and transition metal bronzes, charge density waves had not previously been detected in quasi-1D overlayer systems. This exciting suggestion was supported by the fact that near perfect Fermi-surface nesting was discovered with angle-resolved photoemission at room temperature [53]. This formation of the CDW has been vigorously debated in the literature.

For example, it has been shown, using X-ray diffraction, that even at 20 K the system does not condense into an ordered superstructure [54]. Although the earlier study [53] found half-order diffraction streaks at 100 K, it was expected that at lower temperatures the CDW would lock, due to finite interactions between the indium rows, into an \((8 \times 2)\) pattern, and this would be the true low temperature ground state. It was also noted, using high-resolution electron-energy loss spectroscopy, that there is a drastic reduction in the surface free carrier density when the system is cooled through the phase transition [57]. Despite this, the low temperature phase was not found to show complete semiconducting character at 90 K, a temperature that lies below the transition temperature. Moreover, subsequent theoretical calculations [58,59] did not support the simple CDW interpretation. Instead they supported the view that there was a number of structural ground states, or configurations, that were essentially degenerate. Above the transition temperature the average atomic positions would produce a \((4 \times 1)\) pattern due to dynamic
fluctuations [59]. The conclusions of the theoretical studies found support from a detailed X-ray diffraction study of the low temperature phase [54], where it was found that the $(8 \times 2)$ reconstruction possesses a high degree of $(4 \times 2)$ subcell disorder, or uncorrelated arrangements of both subcells along the indium rows.

This low dimensional system has a surprisingly complex band structure. For example, ab initio calculations predict that three bands should cross the Fermi level along the $\Gamma X$ direction of the surface zone [58,60]. These bands are nested [53] and one of the bands crosses the Fermi surface at a wavevector that is approximately half way between $\Gamma$ and X. Consequently, a charge density wave coupled to a lattice vibration, with a wavelength equal to two times the fundamental repeat period along the indium atom row, could produce a Peierls-like instability [55]. As mentioned above, the nature of the broken symmetry in this system, at low temperature, is still being actively studied (e.g., see [59,61–63]). Recent experimental work has focused on the study of the domain structure, or intertwined structural phases [63], as the system is cooled through the transition temperature with STM [61,63]. This has provided a direct picture of the fluctuation and condensation phenomena through the phase transition [61]. In the remainder of this section we will describe our studies of the unoccupied electronic structure of this system.

Although not surprising that the energy bands near the Fermi level have quasi-1D symmetry [13,53], it is remarkable that the energy bands at higher energies, that are more spatially delocalised, also reflect the quasi-1D symmetry. For example, the Si(111)-In$(4 \times 1)$ system possesses an image state resonance [47,49,52,64]. The state is spatially located in the near surface region, above the lines, and energetically located just below the vacuum level. We studied the band dispersion of this state and found evidence for anisotropic dispersion and a small energy gap in the image state band in the direction that is perpendicular to the nanolines [47]. Later we will return to discuss the formation of this resonant state.

In Figure 5, we reproduce the experimental band structure measured using inverse photoemission in the energy region located between the Fermi level and the vacuum level. Spectra were collected at incidence angles from $-45^\circ$ to $+45^\circ$ in steps of $5^\circ$ along $[\overline{1}10]$, the direction parallel ($\parallel$) to the nanolines. The second derivative of each spectrum was calculated to locate regions of high curvature (the bands), and then mapped onto a $(E, k_\parallel)$ grid. This allows the experimental energy bands to be visualised directly, and Figure 5 represents the experimental band structure measured along the $\Gamma X$ direction of the surface zone. Of particular note are the Fermi level crossings (A) at $k_\parallel = \pm 0.6 \text{ Å}^{-1}$ (see discussion above) and the image state resonance (B).

Along the $\Gamma X$ direction (Figure 6), the dispersion of the image state is parabolic with an effective mass close to the free-electron value. However, perpendicular to the indium nanolines ($\Gamma X'$), the image state resonance is found to fall below the free electron parabola. The most straightforward explanation for this is that the electrons ‘feel’ the surface corrugation potential produced by the rows of indium atoms. The size of the lower Fourier components of the corrugation potential was inferred from the band dispersion in the perpendicular direction [47]:

$$V(x) = 1.07 \sin G_3 x + 0.41 \cos G_4 x,$$

where $G_n = n2\pi/a$, $a = 13.3 \text{ Å}$ and the coefficients, 1.07 and 0.41, are in units of $V$. 
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**Figure 5** The experimental band structure of the quasi-1D Si(111)-In(4 × 1) system, in an energy range that spans both the Fermi and the vacuum level, measured using inverse photoemission along the ΓX direction of the surface zone. The two features labelled A are Fermi level crossings. The feature labelled B is an image state resonance.

**Figure 6** The measured dispersion of the image state resonance, both parallel (||) and perpendicular (⊥) to the indium nanolines, is illustrated using black circles. The solid line is a free electron parabola matched to the experimental points at the Γ point ($k_|| = 0$). Note that in the perpendicular direction, the experimental points start to deviate from the free electron parabola at $= \pi(13.3 \text{ Å}) = 0.24 \text{ Å}^{-1}$. This is the zone boundary of the 4 × 1 superlattice in the 4× direction. Reproduced with permission from [52]. Copyright 2000 by Elsevier Ltd.
Theoretical investigations of the geometry, electronic states and image states in the Si(111)-In(4 × 1) system have been performed [60,65]. Here we will briefly describe the results obtained by Miwa and Srivastava [60]. The supercell implementation of the pseudopotential method was employed, within the density functional scheme [66], for the study of atomic geometry. A perturbative scheme [67] was used to calculate the energy dispersion of the most tightly bound image state.

The calculated width (Figure 7) of the indium nanoline was found to be 6.70 Å, and this is in agreement with the experimental observation that the separation between two neighbouring lines is 013.3 Å [50]. The two zig-zag rows of indium chains that comprise the line (Figure 7) are separated by 4.56 Å. Both zig-zag rows are buckled by 0.31 Å, with the edge atoms lying higher. The indium-silicon bond lengths are in the range 2.64–2.66 Å, close to the sum of the covalent radii of indium and silicon. The nearest neighbour distances in the indium chains are in the range 2.89–3.09 Å. The calculated geometry is in good agreement with X-ray diffraction measurements [50]. The calculated indium-indium distance lies in the range 2.89–3.09 Å. This is slightly shorter than the bulk indium value because there is a mixture of metallic and covalent bonding. Figure 7 contains a plot of both the theoretically determined atomic geometry and the total charge density.

**Figure 7**  (a) The theoretically determined atomic geometry of the Si(111)-In(4 × 1) reconstructed surface. The atomic distances are in Å and (b) the total electronic charge density is shown in units of 10⁻² electrons per (a.u.)³. Reproduced with permission from [60]. Copyright 2001 by Elsevier Ltd.

The electronic structure, calculated within the local density approximation, along the two principal symmetry directions on the surface Brillouin zone is shown in Figure 8.
There are no surface states inside the silicon fundamental band gap along $\Gamma X'$, the normal to the indium chain direction. Along $\Gamma X$, the indium chain direction, there are up to five surface states within the silicon band gap region (v1, v2, c1–c3). The bands v1 and v2 are fully occupied, and the bands c1, c2 and c3 are partially occupied. The Fermi level lies at 0.1 eV above the silicon bulk valence band maximum. Along $\Gamma X$, the states c1, c2 and c3 show downward dispersion, crossing the Fermi level at 0.98 $\Gamma X$, 0.69 $\Gamma X$ and 0.55 $\Gamma X$, respectively. The Fermi level crossing agrees with experimentally obtained data [21,46]. Calculations suggest that the two partially filled bands, c2 and c3, are formed by localised sp bonding orbitals and $p_z$ antibonding orbitals along the indium line, providing clear evidence for the quasi-1D nature of the system. The electronic distribution of surface states, v2, c3 and c2, are depicted in Figure 9.

For calculating image state energies, the potential obtained within the local density approximation was modified to take the following asymptotic behaviour [67].
in Ry units, where \( z_0 \) is the position of the image plane and \( \lambda \) is the inverse distance over which the image potential saturates. The image plane (i.e., \( z_0 \)) was located at one-half atomic spacing beyond the last atomic layer in the slab and determined \( \lambda \) by matching \( V_{IP}(z) \) with \( V_{LDA}(z) \) at \( z = z_0 \). With this, we constructed \( V_{IP}(z) = \left[ (\epsilon - 1)/(\epsilon + 1) \right] V(z) \), with \( \epsilon = 11.9 \) as the static dielectric constant of silicon. Image state energies were obtained by applying the first-order correction to the surface eigenvalues \( E(k) \) obtained within the local density approximation

\[
\Delta E(k) = \frac{\partial \Psi_{LDA}(k)}{\partial \Psi_{LDA}(k)} \left[ (V_{IP} - V_{LDA}) \right] \Psi_{LDA}(k) \delta
\]

where \( \Psi_{LDA} \) is the wavefunction within the local density approximation.

The dispersion of the most tightly bound \( n = 1 \) image state is presented in Figure 10. In agreement with our inverse photoemission measurements \([47]\), the calculations predict a strong anisotropy of the image state dispersion. Along \( \Gamma X \), parallel to the line, the effective mass of the image electron is close to the unperturbed free-electron value. However, along \( \Gamma X' \), normal to the line, the dispersion does not follow a free electron parabola. The dispersion in the latter case can be explained using the nearly free electron model, assuming that there is an energy gap of approx. 0.1 eV at the \( X' \) zone edge. The gap is associated with the surface corrugation potential normal to the lines. Calculations suggest that while there is a negligible surface corrugation potential along the indium line, there is a large surface corrugation potential normal to the line, as is shown in Figure 11. Therefore, there is an appreciable amount of asymmetry in the corrugation potential, with the deepest minimum being located at the more electronegative of surface species, viz. silicon atoms.

**Figure 10** Si(111)-In(4 × 1); the calculated energy-dispersion relation for the most tightly bound \( n = 1 \) image state (a) along the indium lines and (b) normal to the indium lines. The theoretical results are represented using white circles and a parabola has been fit to the theoretical results. In addition, the experimental image state band structure is represented using black circles. The lines indicate the estimated energy and momentum resolution. The energy resolution reproduced here is smaller that that quoted in an earlier paper \([47]\). It represents a more recent and precise determination of the experimental uncertainty in the experiment. Reproduced, with permission, from \([60]\). Copyright 2001 by Elsevier Ltd.
The Si(557)-Au nanoline phase

As mentioned above, adsorbing atoms on stepped silicon surfaces, created by a vicinal offcut, creates a variety of nanoline phases (Figure 1(c)) [27,68–70]. The advantages of using a stepped surface are that the width of the terraces and the spacing between the adatom rows can be changed. A shallower offcut corresponds to a larger terrace width. Moreover, by judicious choice of the offcut angle [27,69], the atomic steps become an integral part of the surface reconstruction and all the terraces have the same width [71].

The Si(557)-Au system (Figure 12) contains one row of gold atoms embedded in each silicon terrace. The rows are parallel to the steps that terminate the terraces and the gold inter-row spacing is equal to the silicon terrace width of 1.9 nm. At this spacing, the coupling between the rows of gold atoms is weak, and the two-dimensional system effectively becomes a one-dimensional system. However, by using a vicinal surface with a steeper offcut relative to (111), the terrace width can be decreased and the inter-row coupling can be increased. For example, on Si(553), the terrace width is 1.5 nm and, using angle-resolved photoemission, the increased coupling can be detected in the energy bands near the Fermi level [69]. Consequently, the coupling between the adatom rows that comprise the quasi-1D structure can, to some extent, be tailored.

A constant-current topographical STM image collected from the Si(557)-Au system is presented in Figure 13. The image area is 45 × 45 nm and the sample bias (+1.87 V) was chosen to probe empty states. Several features are striking. The steps, like the bismuth nanolines that will be described later, are very straight and devoid of kinks. In comparison, low index surfaces of silicon usually show a high number of kinks. Additionally, the terrace width is constant, leading to a very regular step structure. The silicon atoms at the edge of the step are thought to arrange themselves into a graphene-like layer [69,72], a configuration that is known to be particularly stable. The lattice matching along the terrace ([1\(\overline{1}0\)]) is excellent. This layer essentially lies above a silicon (111) lattice plane.
Figure 12  Top (a) and side (b) views of a structural model for Si(557)-Au [69]. The solid lines in panel (a) define the unit cell [70]. The full black circles represent silicon adatoms and the full grey circles represent gold atoms. Reprinted with permission from [23]. Copyright 2006 by the American Physical Society
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Figure 13  (a) An STM image of the Si(557)-Au system. The image area is $45 \times 45$ nm$^2$ and the sample bias was $+1.87$ V (empty states). The silicon adatoms that form rows with a 2$\times$ periodicity are clearly visible, as are the streaks that are thought to arise from the silicon atoms located at the terrace edge and (b) a higher magnification image of the same surface, taken with a sample bias of $+2.00$ V, showing the silicon 2$\times$1 adatom rows, the extra silicon adatoms and the short terraces that are inclined at 9.5°. The image area is $25 \times 25$ nm$^2$. Reprinted, with permission, from [23]. Copyright 2006 by the American Physical Society
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In Figure 13, the silicon adatoms that form rows with a $2\times$ translational symmetry are clearly visible, as are the streaks that are thought to arise from the silicon atoms located at the terrace edge. In addition to these features, there is a low background concentration of ‘extra’ Si adatoms [69,73], which appear as bright spots in Figure 13(a). On the related Si(111)-Au(5 $\times$ 2) surface reconstruction, these extra adatoms show a preference for $4\times$ ordering along the line [73]. The addition of one silicon adatom every four unit cells in Si(111)-Au(5 $\times$ 2) alters the electron count within the surface unit cell leading to a metallic surface. On Si(557)-Au we found that, along the adatom rows, even numbered extra adatom spacings are common and that the extra adatoms do not come closer than four surface lattice constants from each other. For example, we have not observed extra adatoms two or three surface lattice constants apart. In Figure 14(b) a linescan has been reproduced that clearly shows extra adatoms spaced by $4\times$.

**Figure 14** (a) An STM image of Si(557)-Au. The image area is approx. 45 $\times$ 40 nm$^2$ and the sample bias was +2.00 V (empty states). The bright features are ‘extra’ silicon adatoms and (b) a linescan that clearly shows the $2\times$ spacing, generated by the ordered rows of silicon adatoms, and two extra silicon adatoms that have a spacing of $4\times$. Several extra adatoms in this image have this spacing. See, for example, the row directly above the row that is marked.
Interestingly, as with Si(111)-In(4 × 1), studies of the Si-Au quasi-1D overlayer systems have found multiple energy bands near the Fermi level, giving rise to nested sheets at the Fermi surface [69]. Some of these bands are metallic at room temperature and undergo metal to non-metal transitions [74] when the system is cooled below room temperature [68,69,75]. Although the view is not universally held [76], it is thought that the metal to non-metal transitions in these systems are Peierls instabilities. Moreover, as mentioned above, it is expected that electron correlations in these quasi-1D systems with fractionally filled bands will give rise to exotic quantum fluids such as the Luttinger liquid [27,33,34,74]. Indeed, early studies of the Si(557)-Au system provided evidence for the absence of fermionic quasiparticles and the separation of spin and charge into collective spin and charge fluctuations [13,27]. This exciting possibility was later ruled out for Si(557)-Au by a more detailed angle-resolved photoemission study of the energy bands that exploited the tuneable nature of synchrotron radiation to maximise the photoemission cross-section [77]. Although the features that were interpreted as spinon and holon bands had different group velocities, they did not intersect at the Fermi level.

In fact, the physical origin of the bands near the Fermi level has still to be satisfactorily established. The two partially occupied bands (designated S1 and S2 in [75]) just below the Fermi level in the Si(557)-Au system both have a parabolic dispersion and resemble the spin-orbit split surface states found in the neck of the bulk Fermi surface near the L point on Au(111) [78]. The role of relativistic corrections to the band structure in the Si(557)-Au system has been investigated with ab initio theoretical approaches [76], and it was demonstrated that the spin-orbit interaction does generate two bands that have a similar dispersion over a large part of the surface zone. However, recent temperature dependent experimental studies [75] performed with STM and angle-resolved photoemission demonstrated that S1 and S2 behave quite differently. The experiments found that the S2 band was gapped at room temperature whereas S1 was metallic. Upon cooling, a gap was also observed to open in the metallic S1 band. The metallic S1 band has been associated with silicon atoms at the terrace edge that undergo a Peierls-like periodic lattice distortion [55]. In this scenario, the electronic phase transition is localised to the terrace edges.

In Figure 15, the experimental band structure of the Si(557)-Au system, measured with inverse photoemission, is presented. Feature A is a band, or a closely spaced doublet, that disperses down towards the Fermi level and then crosses at $k_\parallel = (0.5 \pm 0.1) \text{Å}^{-1}$. This is in excellent agreement with previous photoemission studies [75,79]. The earliest of these two studies [79] found two closely spaced bands (S1 and S2, mentioned above) which crossed the Fermi level at $k_\parallel = 0.38 \text{Å}^{-1}$ and $0.44 \text{Å}^{-1}$ respectively. The latter study [75] found the Fermi level crossing to occur at $k_\parallel = 0.35 \text{Å}^{-1}$ and $0.41 \text{Å}^{-1}$. The two bands have a splitting of only 0.3–0.4 eV. Consequently, the individual bands can not be resolved with inverse photomission because the total energy resolution (electrons and photons) is $\Delta E = 0.42 \text{eV}$. Despite the fact that the two bands merge into one single feature, the good agreement between the location of the Fermi level crossing obtained from both photoemission and inverse photoemission has the obvious explanation that they are the same feature.
The experimental energy bands of the Si(557)-Au system measured with inverse photoemission, along the ΓK and the ΓM′Γ symmetry directions. The Fermi level is taken as the zero of energy. The bands clearly illustrate the quasi-1D nature of the surface electronic structure; there is weaker dispersion perpendicular to the atom rows (ΓM′) than there is along the rows (ΓK). The fact that feature A disperses down towards the Fermi level suggests that the system is a band-metal.

There is also a state, labelled D, located just below the vacuum level that resembles the image state resonance found on Si(111)-In(4×1) nanoline system. The width of state D (not shown) is significantly larger than the width of the Si(111)-In(4×1) image state resonance. State D also has parabolic dispersion parallel to the nanolines. This is the expected behaviour for free electron-like image state band. In the perpendicular direction, the dispersion of feature D is quite flat, indicative of spatial localisation and quasi-1D symmetry.

It is plausible that the physical origin of the two states lying just below the vacuum level in Si(557)-Au and Si(111)-In(4×1) is similar. It is unlikely that the states are conventional image states [80] because there is no bandgap in the substrate band structure in this energy range. Consequently, the crystal potential will not Bragg scatter electrons into the surface region. This suggests that, at most, the states are image state resonances, and similar to the resonant state found on Al(111) [81–83]. The large state linewidth, found for Si(557)-Au, supports this conclusion. The overlap with the bulk continuum could lead to a reduction in the lifetime of the state. In fact, the state could be incipient. However, the physical factors that stabilise image state resonances in nanoline phases are not well understood. Presumably the surface potential generated by the overlayer plays an important role in localising the state within the near surface region, as it does on Al(111) [84,85]. But it is unknown why the width of the image state on Si(111)-In(4×1) is smaller that the width of the image state on Si(557)-Au. More theoretical and experimental studies are required to understand the electronic structure of these systems and studies of the image state lifetime with two-photon photoemission [86–88] would be informative.
5 Nanolines on Si(001)

The nanoline phases share several physical attributes: they all contain parallel and regularly spaced lines; they are all grown on the Si(111) surface or a vicinal surface, created by cutting a silicon crystal close to (111). We will now describe the bismuth nanoline system [89] that is grown on Si(001) ([90] and refs. therein), the device growth surface. In some respects, it is similar to Si(111)-In(4×1) and Si(557)-Au, but in other respects it is an interesting contrast. A constant-current topographical image of ten irregularly spaced nanolines, grown on Si(001), is reproduced in Figure 16. Interestingly, although the silicon terraces between the lines contain a large number of vacancies and a depletion hole, the structural quality of the lines is very high. Although defects in the lines are occasionally observed (e.g., see the sixth line from the left in Figure 16), we have never observed a kink in the bismuth lines. These findings are in good agreement with previous studies [89–100].

Figure 16 Ten bismuth nanolines grown on a Si(001) surface. The bias voltage used to collect the image was $V_{\text{sample}} = -2.47$ V (full states) and the image size is $47 \times 47$ nm$^2$. Between the bismuth lines there are: silicon dimer vacancies, lines of silicon dimer vacancies running parallel to the bismuth lines and a depletion hole (top left) with a depth of two silicon layers. Reprinted, with permission, from [101]. Copyright 2004 by the American Physical Society

At first glance, the structural integrity of the lines appears to suggest a process where the bismuth lines nucleate and then grow in a ‘chain’ reaction. Although we do not intend to suggest that the bismuth lines form in the same way, molecular lines can be fabricated on hydrogen terminated Si(001), using a radical chain reaction [102]. Furthermore the molecular lines form without extensively reconstructing the silicon substrate. The surface acts as a directing template for anisotropic growth of the line [103,104]. If an unpaired silicon dangling bond is created with the STM tip, and subsequently the surface is exposed to styrene vapour, a surface benzyl radical forms. This is stabilised by H abstraction from the neighbouring Si-H site [105] and regenerates the dangling bond in the silicon surface. This assembly process leads to molecular lines. The growth of molecular lines occurs along the silicon dimer rows because the lattice spacing (3.84 Å)
matches the size of the adsorbed styrene molecule. Interestingly, the bismuth lines grow preferentially across the silicon dimer rows. Although the assembly of the bismuth lines can not be directed with the STM tip, the quality of the bismuth lines is superior to that of any organic nanoline grown on Si(001). Under optimal growth conditions, the length of the bismuth lines appears to be limited only by the availability of free space on the silicon terraces. The size of the available silicon terraces does not ultimately restrict the growth of the lines: the lines can modify the silicon surface to increase the areal size of silicon terraces. Although the line width is only 1.5 nm, the line length can be as large as 500 nm. Therefore, the lines introduce long-range correlations into the surface structure.

The main motivation for studying these line structures is to understand the physical mechanisms that lead to the high structural quality. The bismuth lines do not have exotic electronic properties; they are conventional semiconductors. Because they have a low density of states around the Fermi level, they also make very poor electrical conductors. For this reason, they are sometimes called quantum antiwires [106,107]. To put the bismuth nanoline system in a broader context, one of the primary goals of nanoscience is to control the composition and structure of materials, devices and sensors at the atomic/molecular level. In recent years, the focus has moved from layer-resolved growth, used in molecular beam epitaxy, to the control of composition in all three spatial directions and at length scales down to one nanometer. This leads to great control of material properties. However, new methodologies must be found in order to assemble large numbers of nano-structured systems on a practical timescale [108]. One way of achieving this goal is to utilise systems that can be assembled in parallel. For systems assembled on surfaces, different terms in the surface free energy can be used to guide the assembly process [109,110]. On semiconductor surfaces, morphological instabilities that arise from either anisotropic strain fields [111], or growth kinetics [110], can be used to break symmetry and create dots [112], huts [113,114] or wires [25,115,116]. However, it is very rare to find structural elements that have the quality of the bismuth nanolines. For this reason, the structural and electronic properties of the lines have been studied in detail.

The bismuth lines shown in Figure 16 were grown on n-type Si(001) wafers that had resistivities in the range 5.2–7.2 Ω•cm and misorientation angles |θ| < 0.5°. The Si(001) surfaces were prepared by resistively heating the silicon samples to 1260°C for 40 s while maintaining the chamber pressure below 2 × 10⁻⁹ Torr, annealing at 1000°C for 180 s, and then slowly cooling the sample at a rate of 1°C/s. The sample temperature was measured using an infrared pyrometer. Bismuth line arrays were then grown on these surfaces by depositing 0.5–4.5 ML of bismuth at a rate of approx. 0.07 ML/min in the desorption regime (T > 500°C), the temperature range where bismuth has enough thermal energy to escape from the Si(001) surface into the vacuum. The samples were subsequently annealed for 10–40 min at the same temperature.

At high biases, the bismuth lines are also very easy to image with STM. In agreement with other experimental studies [89,95,96,99], we find (Figure 17) the lines to be considerably ‘brighter’ than the surrounding silicon terraces in constant-current topographical images, when the applied bias lies above |1.5| V. In this voltage range, the lines really stand out from the silicon terrace. In principle, this phenomenon could arise from the presence of an energy gap within the line. However, our ab initio calculations indicate that the size of the energy gap within the line is much smaller than ≈3 eV. To try and understand the physical origin of the line/terrace contrast in STM images, we performed calculations of the tunnelling current using the Tersoff-Hamann
scheme [117,118]. These are described below. First, we describe the two structural
models of the line that have the lowest calculated total energy.

**Figure 17** Sequentially acquired images in the same region showing the bias dependence of the
apparent height of bismuth lines. The image area is 300 × 300 Å²; sample biases are:
(a) –2.25 V; (b) –2.00 V; (c) –1.75 V and (d) –1.50 V. The arrowed lines in the images
indicate the location for the line profiles presented beneath the images. The profiles
clearly show a decrease in apparent line height with decreasing bias voltage magnitude.
Reproduced with permission from [118]. Copyright 2005 by the Institute of Physics.

The theoretical calculations were performed in the framework of the density
functional theory, within the local density approximation (LDA) using the
Ceperley-Alder correlation [119], as parameterised by Perdew and Zunger [120].
The electron-ion interaction was treated by using norm-conserving, ab initio, fully
separable pseudopotentials [121,122]. The wave functions were expanded in a plane
wave basis up to the kinetic energy cutoff of 12 Ry. This energy cutoff was adequate for
our studies: the total energy and the equilibrium atomic geometry were well converged to
within 0.1 eV/(2 × 8) cell and ±0.02 Å, respectively. To simulate the Bi-covered Si(001)
surface we used a repeated slab method, with a supercell containing ten atomic layers
of silicon and a vacuum region equivalent to twice the cubic lattice constant. We modelled
the system by considering a unit cell with (2 × 8) periodicity. In order to test convergence
of results we also made calculations with a (2 × 12) surface unit cell. The silicon dangling
bonds on the other side of the slab were saturated using a layer of hydrogen atoms.
The sampling of the surface Brillouin zone was performed using a set of four special k
points. A dipole correction method [123,124] was employed to annul the effect of the
spurious electrostatic field that arises due to the in-equivalence of the two surfaces in the
periodic slab geometry. To obtain the equilibrium geometry, atoms in the eight topmost layers were fully relaxed to within a force convergence criterion of 12 meV/Å.

Figure 18(a) is the Miki model of the bismuth nanoline; there are two parallel rows of bismuth dimers oriented along the [110] crystallographic direction. The separation between the two bismuth dimer rows in the Miki model is 6.62 Å. Normally there would be a row of silicon dimers on the surface in the region between the two rows of bismuth dimers. This row is missing. The Haiku model [100], shown in Figure 18(b), is also built from symmetric bismuth dimers, a stable entity on Si(001) due to the fact that bismuth has a valence of five. However, the distance between the bismuth dimers (6.32 Å) is 0.29 Å smaller than the distance calculated for the Miki model. The Haiku model also has missing silicon dimer rows and the silicon substrate below the line is reconstructed, forming three fivefold and two sevenfold rings. There are other important differences between these two models. For example, in the Miki model, the bismuth dimers (ignoring the lateral shift produced by the missing silicon dimer row) are in the positions that we would expect to be occupied by the silicon dimers. However, in the Haiku model, the bismuth dimers are shifted laterally by approximately $a_0/2$. Another way of thinking about this difference is to use the mirror plane of the bismuth line. In the Miki geometry, the mirror plane passes through the position a silicon dimer would occupy. For the Haiku geometry, the mirror plane is located between the silicon dimer positions. Consequently, it is possible to distinguish between these two line geometries by measuring the location of the line with respect to the lattice created by the silicon dimers. We will return to this later.

Figure 18  The two line models that have the lowest total energy: (a) the Miki ad dimer model has two parallel bismuth dimers separated by a missing dimer line. The line occupies three surface unit cells ($3a_0$) and (b) the Haiku model involves significantly more reconstruction of the surface and subsurface layers. In both (a) and (b) a vertical dotted line has been added to indicate the position of the mirror plane for the two lines.
In order to determine the most stable atomic configuration, we compared the total energies of these two models by using the following expression:

$$\Delta E = E[H] - (E[M] + 2\mu_\text{Si})$$.

Here $E[H]$ and $E[M]$ represent the calculated total energies of the Haiku and Miki models, and $\mu_\text{Si}$ is the chemical potential of bulk silicon. To ensure that the same criterion was used for total energy convergence, the chemical potential of bulk silicon was calculated using the procedure we adopted for the surface (bismuth line) calculations. In agreement with other calculations [100], we found that the Haiku model was more stable than the Miki model by 0.37 eV/bismuth dimer. The convergence of our calculated $\Delta E$ has been verified with respect to:

- energy cut-off for the plane wave expansion
- number of special $k$ point for the Brillouin zone sampling
- size of the surface unit cell.

In Figure 19(a) and (b) we present the calculated density of states (DOS) in and around the silicon bulk fundamental band gap for the Miki and the Haiku models, respectively. The DOS was calculated by considering the four special $k$ points used for the Brillouin zone sampling. In both diagrams, the zero energy was chosen to be coincident with the highest occupied $v_1$ peak. In the energy range $-1$ eV to $+2$ eV, there is a great deal of similarity in the DOS for the two models, except $v_4$ shifts to a slightly lower energy for the Haiku model.

The silicon dimers located on the terraces between the bismuth lines buckle, producing both an ‘up’ and a ‘down’ atom within the silicon dimer. For the Miki model (Figure 20), our calculations reveal that the main contribution to the $v_1$ peak results from the up atom on the terraces between the lines. The contribution from the bismuth dimers is a factor of ten smaller. Similar electronic distribution has been verified for $v_2$. At $≈0.4$ eV below $v_1$, the $v_3$ peak is formed with almost equal contributions from the $\pi^*$ orbitals of the bismuth.
dimers and the $\pi$ orbitals from the silicon dimers. In contrast, for the v4 peak, lying at $\approx 0.58$ eV below v1, the major contribution comes from the bismuth dimers.

**Figure 20**  Simulated constant current STM images of the occupied states, for the Miki model for three energy intervals within the valence band: (a) 0.2 eV; (b) 0.75 eV and (c) 1.7 eV. In (d) we present the vertical position of the ‘tip’ along the (solid and dashed) lines in the simulated constant-current topographical image. The vertical and horizontal positions are given in Å. Reproduced with permission from [118]. Copyright 2005 by the Institute of Physics

A similar scenario is found for the Haiku line geometry (Figure 21). The v1 and v2 peaks exhibit a very weak contribution from the bismuth dimers, being mainly concentrated along the silicon dimers. In contrast, the v3 peak, located 0.5 eV below v1, has almost equal electronic contributions from the $\pi^*$ states of the p orbitals of the bismuth dimers, and the $\pi$ states of the silicon dimers. The peak v4 lies at 0.78 eV below v1, with the main electronic contribution from the $\pi$ bonding states localised along the bismuth dimers and also a contribution from the $\sigma$-like orbitals of the silicon dimers that is a factor of ten smaller. These results, for both structural models, are in accordance with the quantum antwire property of the bismuth lines, namely:

- for low bias voltage, the STM image of the bismuth lines is darker than the silicon dimer plane for tunneling current from electronic states near the fundamental band gap
- with increased bias voltage, the bismuth lines become brighter than the silicon dimers.

Based upon our calculated electronic structure, we find that for low bias voltages, the tunnelling electrons come from the v1 and v2 peaks that are mainly localised on the silicon dimers. For increased voltages the electronic contribution from v3 and v4 peaks become dominant. The electronic states responsible for these features are mainly localised along the bismuth dimers, at $\approx 1$ eV below the valence band maximum at v1.
Figure 21 Simulated constant current STM images of the occupied states, for the Haiku (H) model considering three energy intervals within the valence band: (a) 0.2 eV; (b) 0.75 eV and (c) 1.7 eV. In (d) we present the vertical position of the ‘tip’ along the (solid and dashed) lines in the simulated constant-current topographical image. The vertical (z) and the horizontal (x) positions are given in Å. Reproduced with permission from [118]. Copyright 2005 by the Institute of Physics

Another group has investigated the bias dependence of the STM images using density functional theory (DFT) for the Haiku model [99]. Rather than use the Tersoff-Hamann approximation [117,125], they calculated the projected charge densities associated with states within 0.2, 0.6 and 1.0 eV of the Fermi level. In agreement with our calculations, they found that the states near the Fermi level were located on the silicon terrace. Interestingly, they also demonstrated that the two silicon dimers that are located closest to the bismuth line (four in total; two on the left and two on the right) show a “greatly enhanced charge density in the states within 0.2 eV of the Fermi level”. This was interpreted in terms of a line-induced strain field [99].

As aforementioned, we will now discuss the registry of the bismuth lines with respect to the silicon dimer lattice in the topmost silicon layer. In Figure 22, a linescan taken across a bismuth line (a) is reproduced together with the constant current topographical image (b) that was used to generate the linescan. A lower magnification image of the same area is provided in Figure 25. Figure 25 is dominated by two nanolines that run from the top to the bottom of the image. The line profile was taken from the line that is on the right hand side of the image (white dotted line). Care was taken to ensure that there were no bismuth dimers on the Si(001) terraces close to the bismuth line in the region where the line profile was taken. A portion of the line that was far from the ends was selected, the ends being outside the scan range.
Figure 22. (a) A linescan taken across a bismuth nanoline with a bias of $V_{\text{sample}} = -2.09$ V. The shaded region indicates the full width half maximum line width of $\delta 3\sigma$, and the dotted horizontal line is a baseline defined as the average of the line profiles on the silicon terraces adjacent to the line. A vertical dotted line indicates the approximate position of the mirror plane and (b) the image that was used to generate the linescan in panel (a). The mirror plane that passes through the centre of the line is coincident with the lattice created by the silicon dimers in the (001) surface. Reproduced with permission from [126]. Copyright 2005 by Elsevier Ltd

Added to Figure 22(b) are vertical lines coincident with the positions of the silicon dimers in the surface layer. The dotted horizontal line in Figure 22(a) is a baseline, defined to be the average height of the linescan on either side of the nanoline. It is assumed that the local maxima can be attributed to silicon dimers when the linescan is taken along the dimer rows. This figure demonstrates that our experimental line profile is ‘in-registry’ with the silicon dimer lattice. The mirror plane that bisects the bismuth line is coincident with the lattice created by the silicon dimers in the surface layer. Most published studies of line registry [93,97,100] have been performed on surfaces that were exposed to hydrogen after nanoline growth. Hydrogen passivation is used to ensure that the silicon atoms in the surface layer are clearly identified. However, our results are in conflict with the line profiles taken from surface exposed to hydrogen, where it was found that the lines were out-of-registry with the lattice created by the silicon dimers [100]. Our simulations suggest that hydrogen passivation should not complicate the determination of registry [118]. Consequently, an alternate explanation for this difference must be found. Fortunately, a simple explanation does exist.

In Figure 23 an STM constant-current linescan that intercepts a nanoline has been matched to the silicon dimer lattice in two different ways. In Figure 23(a), the silicon dimer lattice has been drawn coincident with the mirror plane that passes through the centre of the line. The mirror plane coincides with one of the silicon dimers in the Si(001) surface. In Figure 23(b), the silicon dimer lattice has been displaced, to the left, by half a surface lattice constant and compressed by 90%. The compression ensures that the positions of the dimers in the model match the local maxima associated with the silicon dimers in the linescan. From this comparison, it is clear that it is not straightforward to
distinguish between the in-registry (a) and the out-of-registry (b) line geometry using a linescan that samples only a few silicon dimers on either side of the nanoline. This is due, in part, to the fact that the nanoline occupies and therefore obscures part of the silicon dimer lattice. Consequently, it is natural to ask, can the two approaches be distinguished by sampling a larger portion of the silicon terrace?

**Figure 23** An STM linescan, taken through a bismuth line, has been matched to the silicon dimer lattice in two different ways. In (a), the silicon dimer lattice has been drawn coincident with the mirror plane of the nanoline. A silicon dimer lattice, minus the bismuth line, has been reproduced below the linescan in top view. The scale of the model has been chosen so that the peaks in the linescan match the positions of the silicon dimers and in (b), the linescan has been shifted to the left by half a surface lattice constant and compressed in the horizontal direction by 90% to match the peaks in the linescan to the position of the dimers in the model (see the text).

In Figure 24 a longer linescan has been reproduced. (The constant-current topographical image that the linescans of Figures 23 and 24 have been extracted from is reproduced as Figure 25.) This linescan traverses a distance equivalent to 34 lattice constants (from \(x = -29\) to \(x = +5\)). It also perpendicularly bisects two bismuth lines, three ad-dimers (c, f and e) and a total of 20 silicon dimers.

**Figure 24** A linescan that intercepts 20 silicon dimers in the silicon (001) surface plane, two bismuth nanolines and three ad-dimers (c, e and f). See the text for more details. 

\[ V_{\text{sample}} = -2.09 \text{ V (full states)} \]
In-registry and out-of-registry silicon dimer lattices were matched to this linescan using the following two procedures. For the former, the dimer lattice was constrained to be coincident with the mirror plane of the line located to the right of the image (centred on $x = 0$). Then, the lattice was stretched to match the local maxima, produced by the silicon dimers on the (001) silicon surface, that are found at positions $x = -2, -3, -4$ etc. Because there are so many silicon dimers in the linescan, there is no ambiguity in this process. From the topographical image, it is known that the peaks labelled c, e and f are ad-dimers. In all cases, the peaks corresponding to the ad-dimers are out-of-registry with the silicon dimer lattice as expected; silicon has the diamond crystal structure. It is likely (Figure 25) that e and f are silicon dimers rotated by $90^\circ$ with respect to the silicon dimers in the (001) terrace. The silicon dimer lattice is also found to be coincident with the mirror plane of the second line, located 27 lattice constants to the left of the first line ($x = -27$). This provides a check for self-consistency and additional support for the view that the bismuth lines are in-registry with the silicon dimer lattice. The linescan through the left line is slightly asymmetric. The asymmetry is produced by a bismuth dimer that has a voltage contrast that is different from the other bismuth dimers (Figure 25). This behaviour has been observed before [99] and it could indicate that there is an adsorbate such as hydrogen or water on the line. We have also reproduced an out-of-registry silicon dimer lattice in the upper portion of Figure 24 (grey lines). This lattice has been displaced by half a lattice constant to the left and then compressed by 90%, as before (Figure 23), to match the location of the three peaks on either side of the nanoline located at the origin. Overall, the out-of-registry lattice matches the peaks in the linescan very poorly away from the region where it is explicitly matched to the linescan. The 90% compression of the silicon dimer lattice generates a surface lattice constant that is too small to provide a good description of the linescan over large distances. This illustrates the importance of using a long linescan to determine the registry of the line.
There is another feature in this linescan that deserves mention; at $x = -2$ there is a well-resolved local maximum. This feature is not resolved in all linescans. For example, in Figure 22 it merges with the intense feature located close to $x = -1$ thought to be a bismuth dimer. In Figure 23(a) there are shoulders on both sides of the line at positions $x = -2$ and $x = +2$, although neither are resolved as peaks. The feature at $x = -2$ is most likely a silicon dimer and its observation is significant because the Haiku model (see Figure 18) predicts that the first silicon dimer should be located at $x = 2.5$, two and a half lattice constants from the line centre. The experimental detection of a dimer at $x = 2.0$ is incompatible with Haiku. Moreover, Figure 25 also contains an ad-dimer at $x = 2.5$. Based on Haiku, we would expect the first ad-dimer to be located at $x = 3.0$.

What physical factors lead to line formation? First, we note that the line models with the lowest total energy are built from bismuth dimers. This is because the bismuth dimer is a stable entity on Si(001). Bismuth has a valence of five and, consequently, two bismuth atoms can form a dimer with two fully occupied lone pairs. Group V atoms break silicon dimers, fill silicon-dangling bonds and form symmetric bismuth dimers [127]. In contrast, silicon has a valence of four, and although the formation of dimers lowers the number of dangling bonds on the surface by two, it also leaves two dangling bonds. Because the dangling bonds are partially occupied a metallic surface state band results. It is well known that the metallic surface state band is unstable [3], and the silicon dimers buckle to open up a gap in the surface state band producing a semiconducting surface. Consequently, bismuth favours symmetric dimers whereas silicon favours asymmetric dimers. This is illustrated in Figure 26. Both symmetric bismuth dimers and asymmetric silicon dimers are important components of bismuth nanoline models (e.g., Figure 28).

Figure 26 (a) Schematic, side view, structural models of the Si(001)(2 × 1) surface with asymmetric Si-dimers and (b) the Si(001)-Bi(2 × 1) surface with symmetric Bi-dimers and calculated total charge densities. The white spheres represent silicon atoms and the black spheres represent bismuth atoms. Reproduced with permission from [128]. Copyright 2005 by the Institute of Physics.
**Figure 27** A side view of a bismuth overlayer on Si(001). The $2\times$ order is due to bismuth dimers and the $n\times$ order is due to missing Bi dimers. Reproduced with permission from [128]. Copyright 2005 by the Institute of Physics.

Second, it is known that the 25% mismatch in the covalent radii of bismuth and silicon (146 pm and 117 pm respectively) produces considerable strain. This is expected to play an important role in guiding the formation of the lines [100]. Clearly, one has to look no further than the Si(001)-Bi($2\times n$) surface reconstruction (Figure 27) that forms when bismuth is deposited on Si(001) at room temperature and then annealed below the line formation temperature. Park et al. [129] found that a series of well-ordered
Nanolines on silicon surfaces

$(2 \times n)$ superlattices, with the index $n$, ranging from 5 to 12, form. These superlattices are created by ordered rows of bismuth dimer vacancies that relax the compressive strain along the bismuth dimer rows [127,129]. Although the index $n$ depends upon the annealing conditions, it does not drop below 5 [129]. This suggests that there is an elastic repulsive force between neighbouring missing bismuth rows. Furthermore, the formation of bismuth dimers on Si(001), produces an anisotropic surface stress. Surfaces, which reconstruct with broken orientation symmetry and have an anisotropic stress tensor are unstable to the formation of elastic stress domains and these can take the form of stripes [130]. Along the dimer bond the stress is tensile because the bonds to the silicon substrate prevent the bismuth atoms from coming as close as they would like [127]. As mentioned above, the stress perpendicular to the dimer bond (or parallel to the dimer rows) is compressive and the stress anisotropy produced by group V adsorbates, in a $(2 \times 1)$ surface net on Si(001), is known to increase linearly with increasing adsorbate atomic size [127]. Antimony, for example, also forms line structures, as long as 300 nm, on Si(001) [131,132].

Our experiments suggest that when the lines are produced by annealing bismuth-rich surfaces in the desorption regime, the Si(001)-Bi$(2 \times n)$ system plays an important role in guiding the formation of the nanoline arrays. However, the transition from the $2 \times n$ phase to the nanoline phase is complex and not fully understood. When the lines are formed by depositing sub monolayer amounts of bismuth onto a hot surface ($550^\circ$C), the intermediary Si(001)-Bi$(2 \times n)$ adlayer reconstruction is bypassed, to a much greater degree, and line nucleation and growth appears to evolve differently [90,98,133]. A mechanism has recently been proposed to explain how the Haiku structure could be reached starting with bismuth ad-dimers [133].

Finally, we turn to describe the way that the bismuth lines modify the distribution of steps and terraces on the Si(001) surface. Because silicon has the diamond crystal structure, (001) surfaces separated by a single height step have the dimerisation direction rotated by $90^\circ$ [1]. We adopt the standard convention that a type A step has the dimer rows parallel to the step edge and a type B step has the dimer rows perpendicular to the step edge. A type A terrace lies ‘above’ a type A step and a type B terrace lies above a type B step. Bismuth line growth is accompanied by a substantial amount of silicon mass transport. Rather than terminating at a step, the bismuth lines protrude on peninsulas that jut out from the silicon terrace. Recent STM studies performed above room temperature found that the peninsulas were not created by step erosion [90]. These peninsulas dominate the step edge structure on surfaces with a high areal concentration of lines. Likewise, lines also cut or plough into the terrace above, causing the silicon terrace to part, creating inlets. Indicative of silicon transport, islands of silicon and depletion holes, one or two layers deep, in the silicon terraces are also found. These surface features are now well documented in the literature [89,91–93,95–97].

We have also discovered that when bismuth lines are grown on Si(100) surfaces that have a regular distribution of single height steps, a single domain orientation is produced [101]. This preferential domain orientation is observed in samples that are prepared with high bismuth coverage and long and/or hot anneals. The STM image presented in Figure 29 contains a large domain that was produced using this approach.
Figure 29 A low magnification image of a Si(001) surface with an array of bismuth lines and a very large domain that extends over most of the image. The image size is $1.2 \times 1.2 \, \mu m^2$ and the bias voltage was $V_{\text{sample}} = -2.5 \, V$. The growth of the bismuth line array creates a very flat surface, islands and depletion holes. However, the bismuth lines modify the terrace edges (top left) creating inlets and peninsulas. Reproduced with permission from [134]. Copyright 2005 by Elsevier Ltd.

The surface shown in Figure 30 was prepared by depositing 2.3 ML of bismuth, over 30 min, on a surface that was maintained at a temperature of approximately 590$^\circ C$. The surface was subsequently annealed for an additional 20 minutes at the same temperature after terminating the bismuth deposition. The image shows a surface that is almost completely covered in A-type terraces and the peninsulas and inlets associated with line growth on these terraces clearly dominate the large-scale surface structure. In contrast, the lines on the remaining B-type terraces appear to be geometrically inhibited or constrained by the competing growth of lines on the A-type terraces. These images can be compared with STM images taken from rare-earth silicide nanowires arrays on Si(001) surfaces (e.g., [116]). The silicide nanowire arrays also produce large-scale modifications of the Si(001) surface.

Figure 30 A Si(001) surface covered with bismuth nanolines illustrating the formation of a single domain orientation. Image details: $V_{\text{sample}} = -2.41 \, V$; approx. area $1.0 \times 1.0 \, \mu m^2$. Reprinted with permission from [101]. Copyright 2004 by the American Physical Society.
6 Discussion

We have described experimental and theoretical studies of three different nanoline systems, or phases, grown on three different faces of the silicon: Si(111), Si(557) and Si(001). The Si(111)-In(4 × 1) system is a conventional overlayer phase, set apart by its quasi-1D symmetry and the metal to non-metal transition that has been discovered in the quasi-1D surface bands. The system possesses multiple nested bands at the Fermi surface that suggest only weak coupling between the lines. The Si(557)-Au system is structurally more complex than Si(111)-In(4 × 1). It contains steps, embedded rows of gold atoms, silicon adatoms with 2× translational symmetry, a terrace edge structure that doubles its period at low temperature and extra silicon adatoms that form a regular superlattice. Significant progress has already been made in developing an understanding of this complex system. However, not all aspects of this system are understood. In particular, we described the electronic states located just below the vacuum level in both Si(111)-In(4 × 1) and Si(557)-Au. These may be analogues of the image states found on low index metal surfaces. Image states are not observed on Si(111)-7 × 7 and Si(557) surfaces with inverse photoemission. It is also not known why the image state linewidth on Si(557)-Au is so much greater than the corresponding state linewidth on Si(111)-In(4 × 1).

One general observation can be made about both systems. These two surface phases were singled out for study because it was widely expected that they would serve as useful prototypes of quasi-1D systems. It is probably fair to say that at the outset, few expected them to display such a paenopy of physical properties. These ‘simple’ prototypes have not only provided significant challenges to our understanding but also, in many respects, exceeded our expectations.

The bismuth nanoline system, described above, represents an interesting contrast to both Si(111)-In(4 × 1) and Si(557)-Au. The bismuth lines form arrays. But the line spacing is irregular. The lines are also semiconductors. Despite the fact that they have a very interesting bias dependence in constant-current STM images, they do not belong to the growing class of (room temperature) metallic quasi-1D systems that can be grown on silicon surfaces. Nevertheless, the non-equilibrium growth conditions produce a line structure with striking structural quality that is only matched by the straight, kink free, step edges in the Si(557)-Au system. The physical factors that produce these straight lines are still being actively studied. The large (25%) mismatch between the covalent radius of bismuth (146 pm) and the covalent radius of silicon (117 pm) is expected to play a large role in guiding the formation of the lines [100]. Surprisingly, our STM studies have demonstrated that despite many years of concerted effort there are things that are still not fully understood about the equilibrium line geometry. STM line profiles, that we have collected, clearly show that the lines that we have grown are in-registry with the silicon dimer lattice. We have also collected STM line profiles that clearly show a dimer situated two surface lattice constants from the mirror plane of the line. One of these is reproduced in Figure 24. The accepted model of the line structure, the Haiku model [100], predicts that the first silicon dimer should be two and a half surface lattice constants for the line centre. We have also detected an ad-dimer two and a half lattice constants from the centre of a bismuth line. This is again, in conflict with the Haiku model. Based on Haiku, the first ad-dimer should be situated three lattice constants from the line centre.
Consequently, our STM results on three separate counts are in conflict with Haiku. These are:

- registry of the line with respect to the underlying silicon substrate
- detection of a silicon dimer two surface lattice constants from the line centre
- detection of an ad-dimer three surface lattice constants from the line centre.

Furthermore, our ab initio simulations have clearly shown that measurements of the line width are not sufficient to distinguish between the Haiku and Miki models. Does this mean that the Miki model provides a better description of the bismuth line? The Miki model is in registry with the silicon dimer lattice. Based on Miki we would also expect to find a silicon dimer two surface lattice constants from the line centre, and we would expect to find an ad-dimer two and a half surface lattice constants from the line centre. However, in our opinion, the most serious strike against the Miki model is the fact that it has a low kinking energy. To quote a recent review paper [90] “it was difficult to account for the extreme straightness of the nanoline with the Miki model, as the calculated kinking energy was very small, around 0.1 eV”. We think it more likely that the correct line geometry still has to be found. The step-edge structures found at arsenic-terminated double-height steps on Ge(001) [135] provided an inspiration for the Haiku model. More recently is has been proposed that the 5-7-5 ring structure, that relieves strain at the arsenic-terminated step-edge, occurs in related systems such as As/Si(001) and P/Si(001) [136]. We have started to explore line structures that comprise two five-fold rings and one seven-fold ring. These line structures are more complex than the Miki structure but substantially simpler than Haiku. The latter comprises three five-fold and two seven-fold rings and penetrates five layers below the surface. We are optimistic that structures of this type will provide a good description of the bismuth nanoline.
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